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Introduction

The early detection of tumors, particularly in medical 
images of the brain, is vital for effective treatment and 
improved patient outcomes. Magnetic Resonance Imaging 
(MRI) is a suitable source for the detection of tumors, 
since it can separate tumor region from other sections [1]. 
However, interpreting MRI images can be challenging. 
Therefore, it is necessary to develop high accurate image 
processing techniques. It is very difficult to develop a 
comprehensive image processing technique to extract 
the tumor region, since characteristics of an image such 
as the contrast and size, shape, and location of tumor may 
be effective on the performance.

Soomro et al., (2022) provided a review paper regarding 
tumor detection using image processing from Magnetic 
Resonance Imaging (MRI). They investigated types of 
image segmentation for tumor detection and mentioned 
new cutting-edge methods for effective detection [2]. 
Abdalla and Esmail (2018) presented a solution based 
on artificial neural network method to detect tumor area. 

Abstract

Objective: Tumor detection from medical images using image processing approaches is an essential step in 
the treatment of patients. In this study, three tumor detection approaches based on segmentation are proposed. 
Methods: The first method uses genetic algorithm to optimize cluster centers of K-means clustering. The second 
method utilizes the Otsu threshold method to detect tumor areas. The third method is based on morphological 
operators and watershed clustering to detect tumor areas. Result: The mentioned methods are applied to three 
images and the accuracy of results is assessed using the confusion matrix. Results show that the methods have an 
error about 2 to 6 percent in detecting tumor areas, which it indicates a high accurate results. Moreover, accuracy of 
K-means and Otsu methods in separating tumor and no-tumor areas is higher than that of the watershed method.
Conclusion: The three clustering methods are appropriate to separate tumor and no-tumor areas and their results 
are robust.

Keywords: Tumor Detection- Clustering- Image processing- K-means- Watershed- Otsu thresholding

DOI:10.31557/APJCN.1857.20250911

A Comparison of Tumor Detection Approaches Based on 
K-means+GA, Watershed Clustering, and Otsu Threshold 
Method

Sonia Rezaei

They concluded that the proposed method can detect 
tumor area with an accuracy of about 99 % [3]. Tseng 
and Tang (2023) proposed a method to detect tumor area 
from image segmentation. First, image enhancement and 
segmentation are used to provide initial classification. 
Then, feature selection and the eXtreme Gradient Boosting 
classification approach are employed to detect tumor area. 
The accuracy of the proposed method is above 97 % that 
shows the proposed method is accurate [4].

Brain tumor detection using classification approaches 
is a solution to this end. There are some studies based on 
classification approaches in the previous studies [5-7]. 
Solanki et al. (2023) provided an overview regarding 
tumor detection using new classification methods such as 
Deep Learning, Transfer Learning, and Machine Learning 
models. According results, deep learning methods are 
an appropriate solution to segment MRI images [8]. 
Moreover, Rahman and Islam investigated convolutional 
neural networks to segment tumor areas. The proposed 
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method with an accuracy above 97 % is robust to this 
end [9].

Clustering based tumor detection is an automatic 
manner to find region of interest. There is no need to use 
training samples. In some studies, clustering methods such 
as K-means, fuzzy C means, and improved ones are used 
to tumor detection [10-12]. In the mentioned methods, 
cluster centers regarding tumor and no-tumor classes are 
identified in different manners. A robust cluster center 
may result an accurate clustering output. For example, 
Babo et al., (2020) mentioned optimization algorithms 
can be helpful to achieve robust results in tumor detection 
[13]. Traditional methods of tumor detection often rely 
on the expertise of radiologists, who may face challenges 
in interpreting complex medical images. As such, there 
is a growing need for advanced computational image 
processing techniques that can enhance the accuracy and 
performance of tumor detection. Clustering techniques 
have become essential tools in medical image analysis, 
enabling the automatic grouping of similar pixels. 
K-means clustering, a widely used algorithm, partitions 
an image into K clusters based on pixel similarity, making 
it effective for initial tumor detection [14]. However, 
K-means has limitations, including sensitivity to image 
noise and the requirement for prior knowledge of the 
number of clusters , i.e., K [15]. To enhance K-means 
performance, Genetic Algorithms (GA) can be integrated 
to find optimized cluster centers, improving segmentation 
accuracy by evolving solutions based on a fitness or 
objective function [16].

Another way to find tumor area from image is to 
use thresholding approaches [17-20]. They are simple, 
rapid and accurate. Naser and Obaid (2018) presented a 
threshold based tumor detection approach. The accuracy of 
the proposed method is higher than 97% [21]. Sudharani 
et al., (2016) proposed a threshold technique based on 
histogram analysis to find tumor area. The proposed 
method can detect tumor area with an accuracy of 90 % 
[22]. Another promising method is Otsu’s thresholding, 
which optimally separates pixels into two classes by 
minimizing intra-class variance [23]. This method is 
particularly effective for images with bimodal histograms 
and also can serve as a preprocessing step to enhance the 
performance of clustering algorithms.

Morphology based methods are another solution 
to detect tumor area from MRI images [24-26]. It is 
important to use appropriate stages in morphology 
methods to achieve accurate results. Moussaoui et al., 
(2023) used a clustering method based on watershed 
and morphological operators to detect tumor area. The 
proposed method has an accuracy of 99 % based on 
sensitivity measure [27]. Watershed segmentation offers 
a more sophisticated approach by considering the image 
as a topographic surface. This method effectively allocates 
tumor boundaries by identifying regions based on intensity 
gradients [28]. While watershed segmentation excels in 
separating tumor or no-tumor classes, it may be faced to 
over-segmentation, therefore post-processing techniques 
for refinement must be employed [29].

In this paper, we prepare a comparison regarding 

the accuracy of three tumor detection methods based 
on K-means and Genetic Algorithm (GA) clustering, 
Otsu thresholding method, and watershed segmentation 
approach.

Materials and Methods

Data used
In this study, three MRI images are used to assess the 

proposed method. Figure 1 shows the employed images 
in this study. The images consist of one channel. To assess 
the performance of the proposed method, a ground truth 
image according to Figure 1 was generated by an expert. 
The generated images highlight tumor regions with a blue 
color in the images.

Methodology
In this study, three segmentation methods to detect 

tumor areas from images are employed. These methods 
are popular in image processing applications and employ 
different ways for image segmentation. Therefore, it is 
interesting to compare them. The methods are applied in 
three main steps including: 1) image segmentation, 2) find 
tumor segment, 3) accuracy assessment. The following 
section provides more detailed information of each method 
(Figure 2). 

Method1: K-means+GA clustering
K-means is a well-known clustering method in image 

processing, which was used in previous studies [30, 31]. 
In the K-means clustering method, cluster centers are 
estimated in an iterative approach. The centers in the 
K-means clustering method are calculated using the mean 
of pixel values in each cluster. To improve cluster center 
estimation, various approaches were used in the literature 
[32, 33]. Genetic Algorithm (GA) is one of approaches 
that has been used to estimate cluster centers in previous 
studies [34, 35]. In this paper, the following steps are used 
in method 1 to detect tumor areas:

Step1: Read image
Step2: Set GA parameters including number of 

iterations, number of clusters, number of populations, 
mutation, crossover and elitism rates

Step3: Run GA to find optimum cluster centers
Step4: Assign each pixel to nearest and optimum 

cluster center based on K-means clustering
Step5: Find cluster number regarding tumor area
Step6: Assign pixels in a region to a segment
Step7: Extract area and circularity of segments 
Step8: To remove noise segments, tumor segment is 

detected using two threshold values on area and circularity
Step9: Accuracy assessment on tumor segment 

detected 

Method2: Otsu clustering
Otsu clustering is a familiar method to segment 

images based on threshold methods [36, 37]. This 
method uses threshold values to cluster pixels of an 
image. It finds appropriate threshold values based on the 
image’s histogram. Otsu clustering was used in previous 
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digital numbers are similar to tumor areas (Figure 3 d-f). 
To remove undesired areas, we segment connected pixels 
in to similar groups. Then, area and circularity of each 
segment are calculated.

Subsequently, segments with an area higher than 300 
pixels and a circularity greater than 0.5 are considered as 
tumor areas. As seen in Figure 3 (e-h), the threshold values 
are appropriate to detect tumor areas in this study. A visual 
analysis among the detected tumor areas and ground truth 
images shows that the first method is robust in detecting 
regions of interest.

The output of the second method i.e., Otsu thresholding 
is presented in Figure 4. According to Figure 4 (a-c), the 
second method is appropriate to detect tumor areas (yellow 
color), but there are some noise areas that must be removed 
(Figure 4 d-f). To remove undesired areas, segments with 

studies in different image processing applications such as 
tumor detection [38-40]. For applying Otsu clustering in 
Method2, the following steps are considered:

Step1: Read image
Step2: Assign each pixel to a cluster based on Otsu 

clustering
Step3: Find cluster number regarding tumor area
Step4: Assign pixels in a region to a segment
Step5: extract area and circularity of segments 
Step6: to remove noise segments, tumor segment is 

detect using two threshold values on area and circularity
Step7: Accuracy assessment on tumor segment 

detected

Method3: Watershed Clustering
Watershed clustering is a technique commonly used 

in image segmentation and clustering that is based on 
the concept of watersheds in geography [41, 42]. It is 
often employed in the context of image analysis and 
processing, especially for separating distinct objects or 
regions within an image. To apply watershed clustering 
to tumor detection, pre-processing steps are required. 
To this end, morphological operators are used to prepare 
image to enter this technique [42-44]. The steps involved 
in method3 are presented below:

Step1: Read image
Step2: Convert RGB image to gray scale one
Step3: Enhance Image based on histogram
Step4: Apply erode on image of Step3
Step5: Reconstruct a new image using images of 

steps 3 and 4
Step6: Apply dilate on image of Step4
Step7: Reconstruct a new image using images of 

steps 5 and 6
Step8: Perform Watershed clustering
Step9: Modify output of watershed clustering using 

local minimums
Step10: Accuracy assessment

Accuracy Assessment
Accuracy assessment is an essential step in image 

processing algorithms. In this study, the accuracy of 
detecting tumor and non-tumor regions should be 
evaluated. To this end, a ground truth image that delineates 
tumor and no-tumor regions is used. The ground truth 
images were generated by an expert. It is necessary to 
compare the outputs of the three methods with the ground 
truth images. To obtain a statistical measure, a confusion 
matrix is utilized. Some statistics such as overall, user, and 
producer accuracies can be derived from the confusion 
matrix, which have been employed in previous studies 
[45-48]. 

Results and Discussion

Figure 3 shows the outputs of K-Means+GA method 
for the three images. As shown, the initial output of 
the method can detect tumor areas in all three images 
(Figure 3 a-c). After creating the binary image, it becomes 
evident that non-tumor areas are also detected, since their 

Figure 1. The Original MRI Images and Ground Truth 
Used in This Study

Figure 2. The Proposed Workflow Used in This Study



100 Asian Pacific Journal of Cancer Nursing

apjcn.waocp.com                       Sonia Rezaei: A Comparison of Tumor Detection Approaches Based on K-means+GA, Watershed Clustering

an area higher than 300 pixels and circularity greater than 
0.5 are selected as tumor areas. After modification, tumor 
areas are detected according to Figure 4 (g-h). It seems 
that the second method is appropriate to detect tumor 
areas, since results are similar to the ground truth images.

The third method for tumor detection is based on 
watershed segmentation. Results of the third method 
is presented in Figure 5. The image enhancement step 
(Figure 5 (a-c)) proves effective in separating tumors 
from undesired areas. Then, the erode operator can 
remove white areas in border of images (Figure 5 (d-f)). 
Afterwards, the reconstructed image is presented in Figure 
5 (g-h). the dilation operator is used to expand tumor area 
according to Figure 5 (i-k). Final complemented image is 
presented in Figure 5 (l-n). As can be seen, bright areas 
in border of images are removed, and allowing for the 
identification of tumor areas. Finally, results of watershed 
segmentation are presented in Figure 5 (o-q). These 
figures suggest that the third method can successfully 
detect tumor areas.

Output of confusion matrix for K-means+GA method 
in tumor detection is presented in Figure 6. Figure 6 (a) 
shows the confusion matrix for image 1. 255990 and 5701 
pixels regarding no-tumor and tumor areas were correctly 
detected. 368 pixels of tumor are incorrectly classified 
as no-tumor class. Moreover, 85 pixels of no-tumor are 
assigned tumor incorrectly. About 6 percent error in 
detection of tumor area is observed.

Figure 6 (b) and (c) are presented confusion matrix for 
Images 2 and 3, respectively. As can be seen, the accuracy 
of detection tumor area is higher than Image 1. An error 
of 2 to 3 percent is observed in detection of tumor area 
in the mentioned images.

Figure 7 shows the confusion matrix of the Otsu 
thresholding method for Images 1 to 3. Similar to 
K-means+GA method, error in image 1 in the second 

method is higher than images 2 and 3. In Image 1, 368 
pixels of tumor area were assigned as no-tumor class, 
which is about 6 percent error. The accuracy of tumor 
detection in image 2 and image 3 is more than 97 percent 
that is acceptable. Overall, the Otsu thresholding method 
is robust enough in separating tumor and no-tumor classes.

Figure 3. The Result of K-means+GA Clustering Figure 4. The Result of Otsu Thresholding Method in 
Tumor Detection

Figure 5. The Result of Watershed Segmentation in 
Tumor Detection
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The results of third proposed method based on 
watershed segmentation are presented in Figure 8. 
Accuracy of separating tumor and no-tumor areas in 
images 2 and 3 is higher than image 1. In Image 1, 
510 pixels of tumor area were incorrectly classified as 
non-tumor area, which indicate approximately 9 percent 
error. Errors in no-tumor area are lower than tumor one. 
In image 2, 257,421 and 4,592 pixels were correctly 
classified as no-tumor and tumor classes, respectively.

In this section, a comprehensive comparison among 
the segmentation methods is presented. Based on the 
confusion matrix of the proposed method, the main 
errors are observed in the tumor area, with an error rate 
of approximately 3 to 7 percent. According to outcomes, 
the performance of the K-means+GA and Otsu threshold 
methods is similar to each other. It shows that the 
mentioned methods can detect same areas as tumor. In fact, 
tumor area in images 1 to 3 can be detected accurately with 
effective clustering and thresholding methods. Moreover, 
the accuracy of watershed method is lower than the other 
two methods. It seems that orphological operators should 
be employed more effectively to minimize errors. 

In conclusion, in this paper, three tumor detection 
methods including K-means+GA, Watershed, and Otsu 
were employed to separate tumor from non-tumor areas. 
The proposed methods were applied to three images. 
Based on results, three employed methods yielded 
acceptable outcomes. The main errors were observed in 
detecting tumor areas, with an error rate of approximately 
3 to 7 percent in images. The K-means+GA and Watershed 
methods showed the minimum error over the three images. 

Notably, errors of methods 1 and 2 in image 1 are higher 
than images 2 and 3. The accuracy of method 3 is lower 
than methods 1 and 2. It seems that morphological 
operators may affect the accuracy of results. Future study, 
could utilize other morphological operators to improve the 
accuracy of results. Moreover, use of other features such as 
texture for image segmentation may be beneficial. Finally, 
it is advised to use other images and new segmentation 
methods to separate tumor and non-tumor areas.
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